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ABSTRACT

AODV is the most important routing protocol for Ad Hoc netkvdn this, we make a comparison of
two mobility models viz. Random Direction and Probahiti Random Walk based over AODV protocol
in context of the services offered by them to the frartdayer. Detailed simulations are then performed
to compare the performance in terms of packet deliraig, routing overhead, average end-2-end delay
and normalized routing load of both models with respect tangunyumber of nodes. This paper presents
simulation results in order to choose the best mobility médaive the highest performance when
implemented on the AODV and TCP as traffic generator. Werabdhe high variability of the result,
exact behavior of the system and the impossibility to definaique proposal, which is general to every
environment. On the bases of these observations, we foah®#mdom Direction model having good
packet delivery ratio on some aspects and less normalizgithg load when the number of nodes are

increasing. On the other hand end-2-end delay is less imdbal#listic Random Walk.
KEYWORDS: MANET, TCP, AODV, Random Direction, Probabilistic Randona/
INTRODUCTION

MANET is an example of mobile wireless network that doesrequire any fixed infrastructure,
which means that its topologies can vary randomly at aigiedble time. In past few years, the Internet
Engineering Task Force (IETF) MANET working group [1] f@htributed various protocols for ad Hoc
networks. Most of the tools such as ns-2 [5] make use ofistfmimodels for mobility and data patterns.
However, the general problem of modeling the behavidh@hodes belonging to a mobile network has
not a unique and straight forward solution. Routing path in EANbotentially contains multiple hops,
and every node in MANET has responsibility to act esuger [8].

The mobility models that are commonly used to simulateNEA are generally classified into two
categories [17]: individual-based and group-based. An iddalibased model describes node mobility
independent of any nodes with group-based mobility models:ithiil nodes movement depends on the

movement of close by nodes.

There are various mobility models such as Random Way RRémiijom Walk, Random Direction,
Probabilistic Random Walk etc. that have been proposed foatero[9, 10] and with the help of Bonn

motion 1.5a [2] we can find out the scenario of the nodelamtobility models. The individual-based



117 Performance Comparison of Two Mobility Models usingAODV

mobility model is theRandom Direction and Probabilistic Random Walk model, where motion is
characterized by two factors: the maximum speed andabseptime. Each node starts moving from its
initial position to a random target position selecteddi@sihe simulation area. The node speed is
uniformly distributed between 0 and the maximum speed. When areadbes the target position, it
waits for the pause time, then selects another randomt taggion and moves again. Many other
variations of this model exist which increase the randonofese mobility process.

Azizol Abdullah et. al. [4] mainly target the performano@mparison based on packet delivery
fraction and normalized routing load corresponding tophese time (second). We may use fraction/
ratio interchangeably throughout the paper. They find out tRd\A gives better performance. Then in
2009, they analyzed the realistic comparison of three ptiatocols AODV, DSDV and DSR [6]. The
reactive routing protocol AODV performed better by considgits ability to maintain connection by
periodic exchange of information, which is required for TCRe@dmaffic. In 2010, Harminder Bindra et.
al. [3] group mobility model with CBR traffic source<O®V perform better. But in case of TCP traffic,
DSR performs better in stressful situation (high loadigh iImobility). DSR routing load is always less
than AODV in all types of traffic. Average end-to-etielay of AODV is less than DSR in both types of
traffic. They find out that the performance of AODV istbetthan DSR in CBR traffic and real time
delivery of data. But DSR perform better in TCP tiaffnder restricted bandwidth condition.

In this paper, we have evaluated the performance oDWA@rotocol under the two different
mobility models viz. Probabilistic Random Walk and Randoine®ion with respect to varying number

of nodes.

The rest of this paper is organized as follow: sec® describes the routing protocol AODV [11]. In
section 3 describes the mobility models and the softwaewie have used. The performance metrics
which are used to compare the performance of two nyplilbdels in MANET using TCP traffic are

explained in section 4. Section 5 is all about Results @sduBsions whereas section 6 concludes the
paper.
AD HOC ON DEMAND DISTANCE VECTOR

The Ad Hoc On Demand Distance Vector (AODV) routing dtbam is a routing protocol designed
for ad Hoc mobile network [4], which is capable of both usiiGand multicast routing [12]. It is an on
demand algorithm that builds routes between nodes only when desirgslitpe nodes. It maintains
these routes as long as they are needed by sourceblésmnaulti hop routing between the participating
mobile nodes wishing to establish and maintain are ad Hoc retf@B, 7]. It is a reactive protocol
based upon the distance vector algorithm. The algorithmdif§eent types of messages to discover and
maintain links. Whenever a node wants to try and find coute to another node it broadcasts a Route
Request (RREQ) to all its neighbors. The RREQ propagatesghrthe network until it reaches its
destination or the node with a fresh enough route to the di®mtinA node receiving the RREQ may
send a route reply (RREP) if it is either the destinatioit has a route to that contained in the RREQ’s
source IP address and broadcast ID [16]. Once the RREeisgddy any node, it is then discarded not
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forwarded [6]. As the RREP propagates back to the sourceltbesetup nodes will forward pointers to
the destination. Once the source node receives the RRERyibegin to forward data packets to the
destination. If the source later receives a RREP atintpia greater sequence number or contains the
same sequence number with a smaller hop count, it may eufidatrouting information for that
destination and begin using the better route. If the saude still desires the route after receiving the

RERP, then it can reinitiate route discovery.
MOBILITY MODLES

This work presents two aforesaid different mobility modéitcch combines the random waypoint

model with the concept of group. The models are as follows:

Random Direction Model ("RandomDirection"): It forces MNs to travel to the edge of the simulation
area before changing direction and speed [17]. It does ffet fwm the density waves in the center of
the simulation space that Random Waypoint model doekidmrtodel, MNs choose a random direction
to travel similar to the Random Walk Mobility Model. AN then travels towards the border of the
simulation area in that direction. Once the simulation boundarseached, the MN pauses for a
specialized time; it then chooses another angular directitcweéba 0 and 180 degrees) and continues the

process. The following command is used to create the isodihafor this model:
BM -f scenariol RandomDirection -n 100 -d 900 -i 3600060
BM NSFile —f scenariol

Probabilistic Random Walk Model ("ProbRandom-Walk"): The model utilizes a set of probabilities
to determine the next position of an MN [17]. It utilizesralgability matrix that defines the probabilities
of a node moving forwards, backwards, or remainind stilboth the x and y direction. Once the
direction of travel has been determined, the node wilktranth a fixed speed (as per the Toilers' code)
for a specialized allotment of time. This amount of tisiset with the -t flag. The desired time should
follow the flag after a space, for e.g., -t 15, for.IBse following command is used to create the scenario

file for this model:

BM -f scenariol ProbRandomWalk -n 100 -d 900 -i 3600 -t 10
BM NSFile —f scenariol

*MN — Mobile Nodes

SIMULATION

There are many simulators such as NS2, OPNET moddiemasim, OMNET++ etc for network
simulation and we have used network simulator tool (NS-2) ver2i84 with Red Hat Linux

environment developed at UC Berkeley [14, 15] for validativegcompression of mobility models.
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Table 1: Simulation Parameters

Parameters Value
Routing Protocol AODV
MAC Lavyer 802.11
Packet Size 512 bytes
Terrain Size 200m * 200m
Nodes 10-50

Mobility Models

Randoem Direction,
Probabilistic Random Walk

Data Traffic

ICP

No. of Connections | 80%
Simulation Time 900 sec.
Maximum Speed 1.5m/sec
Minimum Speed 0.5m/sec

NS-2 is suitable for designing new protocols compariffgrint protocols and traffic evolutions. It
is a new object oriented simulation written in C++, with@TCL interpreter as a front end. It accepts as
input a scenario file that describes the exact motiogach node, together with the exact time at which
each change in motion or packet origination has to occur. @tséleti trace file created by each run is
stored on disk, and analyzed using a variety of scripticpéarly one called file *.tr' that counts the
numbers of packets successfully delivered, the length opailes taken by the packets, as well as
additional information about the interval functioning of leacripts executed. This data is further
analyzed with AWK script and Microsoft Excel has beerdusedraw the graph curves. All the results
are based on a network configuration consisting of TCP trefficmunication over an 802.11 wireless
network with routing provided by the AODV protocol. The aypf traffic (TCP) and the maximum
number of sources are generated by the inbuilt tool availatNS2. Table 1 summarizes the parameters

used for carrying out simulation.
PERFORMANCE METRICS

The performance metrics a r e important to measure tifierpence and activities that are running
in NS-2 simulation. The work contained in this paper maiatu$es on fol lowing performance metrics

[3] which are quantitatively measured:
Packet Delivery Ratio

It is the ratio of data packets delivered to the detitn and which have been generated by the
sources. It is calculated by dividing the number of packetived by destination through the number

packet originated from source.



Ajay Singh & Shefi Mehta 120

Z TC Precv

Pkt Delivery Ratio="—————— X
z TCPdelv

Average End-To-End Delay of Data Packets

There are possible delays caused by buffering during routevdisc latency, queuing at the
interface queue, retransmission delays at the MAC, andgatipon and transfer times. Average end-to-
end delay is an average end-to-end delay of data paakbish is calculated by dividing the time
difference of every TCP packet sent and received and thletitoe difference over the total number of
TCP packets. This metric describes the packet delitrery. The lower the end-to-end delay the better

the application performance.

D=(Tr-Ts)
When Tr is receive time and Ts is sent time
Routing Overhead

It is the total number of control/ routing (RTR) packetsegated by routing protocol during the

simulation. All packets sent or forwarded at networletagre considered as routing overhead.
Normalized Routing Load

This load is calculated according to the number of routing packeinsmitted” per data packet
“delivered” at destination. Each hop-wise transmissioa mjuting is counted as one transmission. It is

the sum of all control packets sent by all nodes in aor&tto discover and maintain route.
NRL = Routing Packet/Received Packets
RESULTS AND DISCUSSIONS

Details of analysis are focusing on Packet DeliverydR@&DR), Normalized Routing Load (NRL),
and End-toend Delay and Routing Overhead with respect to gamyimber of mobility nodes.

Packet Delivery Ratio (PDR)

For this simulation we have chooses variety of numberodes i.e. 10, 20, 30, 40, 50 with the
MANET protocol AODV. Figure 1 show when the number of redlecreases, the PDR decreases
respectively. But graph shows that when number of nodes tisePOthe probabilistic random direction
model having more PDR. But in case of Probability random wadklel, when we are increasing the
nodes the PDR decreases. So we can say that Randontiddirewbility model outperforms the

probabilistic random walk in case of PDR
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Figure 1: Packet Delivery Ratio
Average End-To-End Delay

The delay is affected by high rate of TCP packetsaft be easily seen from the figure 2 that the
average delay of both models is same at all timespgxbe case when the number of nodes are 20, and

we have analyzed that Probabilistic Random Walk having detsy as compare with the Random

Direction.
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Figure 2: Average End-to-end Delay

(A3) Normalized Routing Load (NRL)

The normalized routing load of both mobility models is adtrgame as shown in figure 3, except the
case when the number of nodes is 50. At that time NRL i® rimothe Probabilistic Random Walk

mobility model as compared to Random Direction.



Ajay Singh & Shefi Mehta 122

1 -
0.8 —i— RandomDirection
05| —o—ProbRandomalk

10 20 30 40 50
Number of Nodes

Normalized Routing Load

Figure 3: Normalized Routing Load
Routing Overhead

All the routing packets whether broadcast or unicast peishould be count at least once.
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The total number of routing packets also counted per hophéwn in figure 4 Routing Overhead is
more in the Probabilistic random walk mobility model amdreases with the number of nodes. So we
analyze the result that random direction gives the hpiformance under the routing protocol AODV

and Routing Overhead is more in Probabilistic Random Walk.
CONCLUSIONS

This paper does the realistic comparison of two mobilibglels Random Direction and Probabilistic
Random Walk over the routing protocol AODV (ad Hoc On-demisance vector). The significant
observation is that the simulation results agree with egdeesults based on theoretical analysis. The
observation shows that random Direction mobility model givest performance under the protocol
AODV having the traffic generator TCP. Both the modelsn@®en Direction and Probabilistic Random
Walk) give the same performance when the number of nodiessishan 20 with in the area of 200Sg.m.
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The final conclusion is that in case of Random DirectitnPacket Delivery Ratio, Normalized Routing
Load and Routing Overhead is better whereas End-2-End iddkss in the Probabilistic Random Walk
and vice-versa. The future work may investigate not oodyAODV protocol but with DSR (Distance

Source Routing), DSDV (Destination- Sequenced Distance \Jedé can also find performance of

other mobility models with CBR and TCP traffic generator.
REFERENCES

1. IET Force. MANET Working group charter http:// www.ietiightml.charters/manet-
charter.html

2. Mobility models are on http://www.net.cs.uni-bonn.delvgdpplications/bonnmotion/

3. Harminder S. Bindra, Sunil K. Maakar and A. L. SanBerformance Evaluation of Two
Reactive Routing Protocols of MANET using Group Mobilityotiel: IJCSI International

Journal of Computer Science Issues, Vol. 7, Issue 3, No 49,2010.

4. Azizol Abdullah, Norlida Ramly, Abdullah Muhammed, Mohbor Derahman: Performance
comparision study of Routing Protocols for Mobile Grid Enviremm pp 82-88, IJCSNS
International Journal of Computer Science and Network Sgc\Mol. 8, No 2, February 2008.

5. K. Fall and K. Varadhan, nsnotes and documents. The \gifdject DC Berkekey LBL, USC/
ISI, and Xerox PARC, Feb 2000. Available at http:// wwiretu/nsnam/ns/ns-
documentation.html

6. Nor Surayati Mohamad Usop, Azizol Abdullah, Ahmad FaisairiAAbidin, “Performance
Evaluation of AODV,DSDV and DSR Routing Protocol in Grghvironment”,IJCSNS
International journal of Computer Science and Network $tgciol. 9, No. 7, July 2009.

7. S. Das, C.E. Perkins, E. Roger, “Ad Hoc On-Demarsidbdice Vector (AODV) Routing
“, IETF Draft, June 2002.

8. Elizabeth M. Royer and Chai- Keong Toh, “A Review of @atrRouting Protocols for Ad Hoc
Mobile Wireless Network”, IEEE personal communicatiorggd6-55, April 1999.

9. Tracy Camp, Jeff Boleng, Vanessa Davies “A Survelobility Models for Ad Hoc Network
Research”, wireless communication & mobile computing (WCM®): 2, No. 5, pp. 488-502,
2002.

10. N. Aschenbruck, E. Gerhands-Padilla, P. Martini,” A syrvon Mobility Models for
Performance Analysis in Tactical Mobile Networks”, Jourmdl Telecommunication and
Information Technology, Vol. 8, No. 2, Feb 2008.

11. C S. R. Murthy and B. S. Manoj, Ad Hoc Wi r e | e s svixeks: Architecture and Protocols,
ch. Routing Protocols for Ad Hoc Wireless Networks, pp. 288{3 Prentice Hall



Ajay Singh & Shefi Mehta 124

12.

13.

14.

15.

16.

17.

18.

Communications Engineering and Emerging Technologies Sé&\s, Jersey: Prentice Hall

Professional Technical Reference, 2004.

Charles E. Perkins and Elizabeth M. Royer, “Ad Hoc Demand Distance Vector Routing,” in
Proceedings of the 2nd IEEE Workshop on Mobile ComputingeBystnd Application, Feb
1999, pp. 90-100.

C. Perkins, E. Belding- Royer, S.Das. quet, “Ad Hoc Gmvand Distance Vector (AODV)
Routing “, IETF Draft, June 2002.

“The N/W Simulator ns-2,” available at http://www.isi.edstiam refereed on March 2010.

Fan Bai, Ahmad Helmy “A Framework to systematically amalyhe impact of mobility on
performance of Routing Protocols for Ad Hoc Networks'EEEINFOCOM 2003.

Z.Alexander, Performance Evaluation of AODV Routing Proto&sal Life measurements,
SCC, June 2003.

Camp, Tracy, Boleng, Je_ und Davies, Vanessa: A Surveéyobility Models for Ad Hoc
Network Research. In: Wireless Communication and Mobitenguting (WCMC): Special
issue on Mobile Ad Hoc Networking: Research, Trends angiégtions 2 (2002), Sep., Nr. 5,
S. 483{502}

S.Corson and J.Macker, “Routing Protocol Performansgeks and Evaluation considerations”,
RFC2501, IETF Network Working Group, January 1999.



